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Observing beyond light
Definition
Gravitational-wave observatory: a transducer,
from oscillations in the metric of space
to observables (electromagnetic, acoustic, . . .)

The first (of O(35) so far) gravitational-wave observations – what next? 2 / 37



Acknowledgment of country

Overlooking X-arm, LIGO Hanford (credit: C. Gray)

1st, acknowledgment of country practice learned from Australia:
We acknowledge the Tewa pueblo of Otowi as traditional
owners of this land and pay our respects to their elders,
past, present, and future.
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Intro to the Gravitational-Wave Cosmos

Analogy to electromagnetism (credit: NASA Goddard Space Flight Center)
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Interferometry in Gravitational-wave Observatories

Advanced LIGO: Hanford & Livington (credit: S. Larson, Northwestern U)
5 / 37



Intro to Gravitational Waves in General Relativity
Wave equation from Einstein: perturbation hµν to metric gµν ,
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Figure 2.2:
Six GW polarizations are permitted by metric theories of gravity [178]. Here, all are
shown propogating in the z-direction (note different axes along left column: the wave
travels into the plane of the page for the top three, along the plane of the page for the
bottom three). GR permits the top two, (a) and (b); scalar-tensor-vector theory permits
also (c); the last three are found in other theories [179]. Conventionally, (a) is labelled
h+ and (b) is h×. Shown is the metric perturbation; physically, this corresponds to
measured relative motion of test particles. A complete wave cycle is depicted. Off-page
(not shown) third- and time-axis are not perturbed. For illustration, the figure shows
strain ampitude h = 0.25, large enough that the linearized GR model would become
inaccurate. This strain is over 20 orders of magnitude larger than the strains LIGO
typically expects; LIGO is designed with GR and h+ and h× polarizations in mind.

6 theoretical polarizations: conservation allows only (a) & (b) [+ & ×] 6 / 37



Premonitions of Gravitational Waves

PSR 1913+16 (seen in radio): neutron star orbital decay from GW emission

1993 Nobel Prize in Physics: Hulse & Taylor for binary pulsar;
2017 Nobel Prize in Physics: Weiss, Barish, & Thorne – LIGO

7 / 37



Interferometry in Gravitational-wave Observatories
Infer h(t): measure phase φ between times-of-flight Tx ,y (laser ω),

φ ≡ ω(Ty − Tx) = ω

∫ 2L
c

0

h+(t, x(t)) + h+(t, y(t))

2
dt.

Initial LIGO (1997/2010): Michelson interferometer w/ Fabry-Perot arms 8 / 37



Quantum optics v Heisenberg: LIGO squeezing experiments

2010/2011 vacuum phase squeezer ' 2× laser power (credit: L. Barsotti) 9 / 37



Feedforward filtering: github.com/grantmeadors/AMPS

Filters gA,B [data assimilation pipeline] (Meadors+ CQG 31, 2014)
read MICH, PRC noise n, write clean signal ĥ(t) → Hann-window:

ĥ(t) = h(t)−1
2

(
gA

[
1 + cos

2πt
1024s

]
+ gB

[
1− cos

2πt
1024s

])
×n(t)

10 / 37
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Gain in sensitivity
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DARM before filtering
DARM after filtering

Hanford noise subtraction (lower is better: blue before, green after)
Observation gain: +29% range =⇒ 2× volume, 2010-04-13
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Perspective on the spectrum

Strain sensitivity of GW observatories (credit: C. Moore, R. Cole, C. Berry)
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Transition – after first detection

Built on 50 years of theoretical & experimental labor, on
2015 September 14 at 09:50:45 UTC. . .
the era of gravitational-wave astronomy began

13 / 37



The first kind of gravitational wave: binary black holes
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(‘Observation of gravitational waves from a binary black-hole merger’,
LVC, Phys Rev Lett 116 (2016) 061102)
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Finding GW150914 in the sky

Origin of GW150914 w/ sun and moon at time of event
(credit: R. Williams, Caltech; T. Boch, CDS Strasbourg;
S. Larson, Northwestern U) 15 / 37



Only One of Four Kinds of Gravitational Waves

Transient Persistent

Modeled
Coalescence Continuous ←

Unmodeled
Burst Stochastic

Credits: AEI, Penn State (C. Reed), NASA, LIGO (B. Berger) 16 / 37



What next?
→Continuous waves (CWs) are harder, yet offer. . .

–insight into neutron star structure,

–probe into GW polarization, unknown sources, ‘new physics’

Neutron stars – isolated or stable binaries – emit CWs
GW freq f = 2× spin freq ν:
non-axisymmetric rotation – 4-pole Izz , ellipticity ε:

h0 =
4π2G

c4
Izz f

2

r
ε

Persistent signal h0: O(10−29 − 10−26), analysis hard & innovative
17 / 37



Continuous waves are next

. . . Strain h0 ≈ 10−26 not impossible: integrate over time!

Signal model: sine wave w/ rest-frame frequency f0, initial time T0:

h(t) = h0 sin (2πf0 [t − T0])

IID Gaussian noise: log likelihood scales w/ power (h0 squared):

logL ∝ h2
0

In the source’s rest frame, CWs would be easiest problem1. . .

1esp. if frequency known – but cannot assume it is + our detector moves
18 / 37



Continuous waves: known and unknown
. . . only looking at exactly right place (still no detection)
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Figure 2. Upper limits on h0 for 221 pulsars. The stars show the observed 95% credible upper limits on observed amplitude
for each pulsar. The solid line shows an estimate of the expected sensitivity of the search. Triangles show the limits on
gravitational-wave amplitude derived from each pulsar’s observed spin-down.

LIGO O1-O2 known pulsar search upper limits (ApJ 879:1, 2019)

Blandford’s Argument: unknown (∼ 108) � known (221) pulsars 19 / 37



Continuous waves: a high computational-cost challenge

Looking for the unknown
=⇒ . . . 3 big challenges:

1 Frequency f0 unknown, in general2

(amplitude & phase can be marginalized)
2 Detectors are on rotating Earth, revolving around Sun,

& source might be binary
(+ data has artifacts)

3 Computers are finite

2except for pulsars
20 / 37



Problem 1: Unknown Frequency
Illustration
Missed cycle @ 1 kHz/107 s: 1 part in 1010 = complete signal loss

0 2 4 6 8 10
Time [s]

3

2

1

0

1

2

3

A
m

p
li
tu

d
e
 [

-]

data
matched template
mismatched

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Frequency [Hz]

0

10

20

30

40

50

60

A
m

p
li
tu

d
e
 S

p
e
c
tr

a
l 
D

e
n
si

ty
 [
H

z1
/
2
]

data
matched template
mismatched

Signal, matched, mismatched (1.1×f0) templates: time & Fourier domains

O(f0 · Tobs) templates3 – 1D: coffee whilst FFTs on GPU? No.
3precise Fisher metric scaling in Jaranowski, Krolak, & Schutz, PRD 1998
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Problem 2: Amplitude (easy) & Phase (hard) Modulation
Phase modulation Bessel sidebands (simplified illustration)
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PM: Roemer/Doppler effect from orbit, time & Fourier domains

→ hard challenge:
φ(t) demodulation depends on 2 sky location parameters
(binary stars: + 4 more for orbit) – 3-7D search 6= easy
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Problem 3: A computational-cost challenge

=⇒ fine grid: low SNR big space = bad MCMC convergence
Cost C ∼ Ntemplate
high computational cost (even @ µs/template)4

Ntemplate ∼ 109 − 1015 +

(c.f. coalescences < 106 templates)

Dilemma: long Tcoh needed to find low h0

4a year-long coherent all-sky search would need ∼ 1022 templates
23 / 37



Recapitulation – foundation
Coherence time Tcoh: duration of Fourier Transform (FFT)
assumed Tcoh = whole observation time Tobs:
in N dimensions,

Cost (CPU-hours)

C ∝ (Tobs)
N

Sensitivity (min. detectable)

h0 ∝ (Tobs)
−1/2

Semi-coherent approach: Tobs = QTcoh where Q ∈ Z,
break up observation into shorter segments → integrate → stack:

Cost (CPU-hours)

C ∝ (Tcoh)N−1Tobs

Sensitivity (min. detectable)

h0 ∝ (TcohTobs)
−1/4

Sensitivity easier: Tcoh ‘knob’ decouples from resolution

Dilemma solved
– new challenge: ↑ Tcoh for available resources C

24 / 37



In search of gravitational-wave stars

25 / 37



Scorpius X-1: a gravitational-wave source in torque-balance?
Example
Scorpius X-1 (Giacconi 1962),
Brightest persistent extrasolar X-ray source

Gravitational-wave frequency f0 = 2× spin frequency ν:

h0 = 5× 10−27
(
600 Hz

f0

)1/2( Fx

10−8 erg cm−2 s−1

)1/2

= 3.5× 10−26
(
600 Hz

f0

)1/2

, Sco X-1

Distance 9000 light-years (2.8 kpc)
Eccentricity < 3× 10−3

Sky location α=16h19m55.1s, δ=-15d38m24.9s
X-ray luminosity 2.3 ×1031W, 60000 LSol
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Mock Data Challenge (MDC): pipelines near torque-balance
Five methods compared (simulated at aLIGO design sensitivity)
(Messenger et al: PRD 92 (2015) 023006)
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TwoSpect algorithm for CW binary searches
Illustration: 2nd FFT over spectrogram

R-statistic (weighted sum of 2nd Fourier-plane pixels)

R =
ΣM−1
i=0 wi [Zi − λi ]

ΣM−1
i=0 [wi ]2

w : template weight, i : index in M-pixel template,
Z : spectral power after barycentering & antenna pattern,
λ: background noise power (χ2-distributed)
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Sco X-1 TwoSpect Simulations
Simulation + Real Data

arises from challenges in estimating the effect of long-
range correlated structures [18]. Bonferroni correction
(multiplying by the number of templates) is excessively
conservative. We defer the issue to a later time, focusing
instead on the uncorrected p value corresponding to a
particular empirical false alarm rate. The MDC [19] found
that a detection criterion of single-template log10p < −7.75
present with coincidence in two observatories corre-
sponded to a 5-Hz p value of 0.01. (In the MDC, this
5-Hz p value was called a false alarm probability of 1% per
5 Hz). In this search, this detection criterion is interpreted
instead as a follow-up criterion.
Methods of setting criteria, parameter estimation in case

of detection, and upper limits in its absence, are described
in [18]. While these methods suffice for Gaussian noise,
real detector data contain artifacts. Here we detail detection
efficiency and validation of upper limits using simulated
signals, injected into real data.
When h0 upper limits are set in noise power spectral

density SH, they can be compared across search algorithms
in terms of sensitivity depth [32,33]:

DðfÞ ¼ S1=2H ðfÞh−10 ðfÞ: ð9Þ

The sensitivity depth of an algorithm is expected to be
roughly constant across varying SHðfÞ for fixed Tcoh and
with total observing time Tobs. Search algorithms with
higher sensitivity depth than others, given equal Tobs, are
said to be more sensitive.

A. Detection efficiency

Detection efficiency is the probability of detecting a
signal of a certain strain h0. The detector noise floor varies
only with f0, so we also marginalize over ap. Although the
Doppler parameter ap is a search dimension, it is spanned
by at most ≈2.9 × 102 templates, whereas ≈1.7 × 106

templates are required to span f0. Efficiency is calculated
for 0.1-Hz-wide bands of frequency f0, and marginalized
over Gaussian-distributed ap (σap ¼ 0.18 s) and P
(σP ¼ 0.0432 s) as well as uniform-distributed amplitude
parameters ðψ ;Φ0; cos ιÞ; sky location ðα; δÞ is fixed, and
h0 is log-uniform over a factor of 50 range that depends on
the estimated noise floor.
For each 0.1-Hz band, 200 signals are simulated.

Injections are made for each observatory with appropriate
antenna pattern and time delay. A total of 8 × 106 injections
are produced (spanning 2000 Hz; two detectors). Injections
cover a range of amplitude and Doppler parameters. These
are aggregated into 1-Hz bands for adequate statistics. Per-
injection recovered R statistics at an injection-centered
template, and its immediate neighbors, are compared
against the loudest R statistic in the 0.1-Hz band without
injections. Centering the injection recovery grid on the
actual injection location may result in a slight overestimate

of average detection efficiency. Extrapolation proceeds
from an expected mean mismatch m̂ ¼ 1=3 grid units in
any hypercubic lattice [34]. Each grid unit equals the
parameter space distance at which mismatch equals a
specified level m, for a total mismatch of m ¼ mm̂. In
[34], inspired by the F statistic [10], mismatch is a loss in
power, h20, but here, it is a loss in power-squared, h40.
Equation (5.4) of Brady et al. [1] connects an offset signal
measured by power, ~hðΔλÞ to a centered signal, ~hð0Þ:
rearranging, ~hðΔλÞ ¼ ~hð0Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
1 −m

p
. [m ∝ ðΔλÞ2 near a

maximum]. As the F statistic is proportional to ~h ∝ h20,
but for us R ∝ h40, we square the j ~hðΔλÞj2=j ~hð0Þj2 term in
Eq. (5.4) to find our misestimate in terms of mismatch:
h0ðΔλÞ ¼ h0ð0Þð1 −mÞ1=4. With our 20% mismatch giv-
ingm ¼ 0.2, the ratio is ð1 − 0.2=3Þ1=4 ≈ 0.983. Therefore,
we estimate this effect to be approximately 2%, less than
typical calibration uncertainties in previous science runs
[35]. Injections with R greater than the loudest R statistic
are classed as “detections.”
Detection is expected to become more probable as strain

increases, following an approximate sigmoid curve sðh0Þ.
A two-parameter maximum-likelihood fit is made to sðh0Þ,
from which the 95% level is estimated analytically. Figure 1
plots detection efficiency in the sample band [165.0,
166.0] Hz.
This injection procedure is not identical to the process

for identifying detections in real data. The differences arise
from the computational cost of the search and follow-up. In

FIG. 1. Detection efficiency of 2000 injections into H1 data
over [165.0, 166.0] Hz, with varying amplitude and Doppler
parameters. A maximum-likelihood sigmoid fit is made to the
unbinned binomial distribution of detected or nondetected
injections (based on a threshold of log10p < −7.75); the figure
shows binned detection probability estimates for illustration
purposes only. The strain value (dashed vertical blue line)
yielding 95% efficiency (dashed-and-dotted horizontal blue line)
determines the strain upper limit in this band.

G. D. MEADORS et al. PHYSICAL REVIEW D 95, 042005 (2017)

042005-4

Inject 2000 simulations/1-Hz band = 2 million total: calculate upper limits
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Sco X-1 Results from TwoSpect: Initial LIGO Science Run 6

Of the surviving four outliers in Table III, all except the
last (outlier 66, 1312.453 Hz) can be dismissed by
coherently summing SFTs before calculating the R statistic.
In this case, when H1 and L1 are in simultaneous operation,
SFTs from both are phase shifted to account for detector
separation, the matched SFTs are added together, and then

analysis proceeds as for a single (virtual) detector. Real
signals are expected to yield higher R statistics using the
coherent sum. This results in higher sensitivity: an H1-L1
sum with unknown cos ι and ψ should improve by
approximately 29% [38] over single-detector analyses, in
the all-sky search. Directed searches, such as Sco X-1, are
not fully characterized, nor are the false alarm and false
dismissal probabilities of the test for higher joint-R, but the
example of the F -statistic multidetector statistic [39] is
informative. The single-detector F statistic [10] has an
expected statistic, F , proportional to a noncentrality
parameter ρ ∝ h2; with N combined detectors, ρ ∝ N, so
sensitivity to h scales like

ffiffiffiffi
N

p
. Einstein@Home, for

example, vetoes candidates for which any single-detector
statistic is less than the joint-detector statistic (the F -
statistic consistency veto) [40]. Because R is not coherent,
it will scale more slowly than F but should grow with
additional detectors. Only the last outlier, 1312.453 Hz,
does have a larger R with coherent summing.
Multiple considerations suggest that the 1312.453-Hz

outlier is nevertheless not a real signal from Sco X-1. First,
note that the follow-up criterion, as noted in Sec. II, yield a
false alarm probability of 1% per 5-Hz band in Gaussian
noise [19]. The data set contains 400 bands of 5 Hz,
implying a ð1 − 0.99400Þ ¼ 0.98 probability of at least one
false alarm. Given the high false alarm probability of the
search’s follow-up criterion, it is less likely that any
particular outlier arises from actual GW emission from
Sco X-1 (presumed to be monochromatic and with no
confusion from GW backgrounds). Moreover, the R sta-
tistic of this outlier does not grow linearly in time if the
observation is subdivided. Indeed, subdividing into quar-
ters or thirds yields inconsistent results for the time interval
with the loudest R, compared to dividing into halves. These
results are also inconsistent with the expectations that R ∝
Tobs and the corollary that detectable h0 scales with T−1=4

obs
[see Eq. (6) and below]. It is possible, however, that the
marginal nature of the outlier elevates the false dismissal
probability of this test.
Alternately, Sco X-1 might not be in torque balance.

Then previous assumptions might not apply, and a transient
signal for part of the run could not be ruled out. The

FIG. 6. Upper limit for average (random) polarization GW from
Sco X-1 in S6, joint H1-L1, at 95% confidence (blue dots).
Validated by determining the 95% detection efficiency in in-
jections, this spectrum covers [40, 2040] Hz, using the lower
upper limit from either observatory when both yielded results.
Results are for 1-Hz bands (closed lower edge, open upper edge).
Three bands (189, 1031, and 1041 Hz) have anomalously low
upper limits that probably stem from spectral artifacts visible in
the run-averaged SFT amplitude spectral density. Five near-
overlapping bands total are marked (yellow triangles) where
upper limits could not be set: four (343, 347, 687 and 688) Hz
could not be fit because of additional artifacts yielding insuffi-
cient data for the search method, and 345 Hz could not be
numerically determined by maximum likelihood. The region
around 345 Hz contains the first harmonic of the interferometer
suspension violin mode, responsible for these disturbances.
Bifurcation in high-frequency limits arises from certain bands
being contaminated in H1 and limit being set by the less-sensitive
L1 interferometer. Results make no assumptions on cos ι. Note:
torque balance (green line) assumes a 1.4 solar mass, 10 km
neutron star.

TABLE III. Estimated parameters of outliers not corresponding to obvious artifacts. Frequency f0, modulation depth Δfobs, and naive
recovered h0 are shown. 86 of 90 outliers (clustered templates matching threshold in both H1 and L1) can be easily dismissed due to
artifacts or visible disturbances in the amplitude spectral density. These four remaining outliers survive. Three are dismissed by failing
the test of having a higher statistic when SFTs are coherently summed. The last is highly unphysical, not self-consistent, and statistically
marginal, as described in the text. Full outlier listing in Table VI.

H1 f0 (Hz) L1 f0 (Hz) H1 Δfobs (Hz) L1 Δfobs (Hz) H1 h0 L1 h0 Comment

656.6431 656.6458 0.0650 0.0630 1.48 × 10−24 1.86 × 10−24 Dismissed by coherent sum
770.2250 770.2264 0.1229 0.1256 2.04 × 10−24 2.46 × 10−24 Dismissed by coherent sum
957.6972 957.6958 0.0803 0.0817 2.24 × 10−24 2.88 × 10−24 Dismissed by coherent sum
1312.4542 1312.4528 0.2373 0.2380 3.77 × 10−24 4.53 × 10−24 Fluctuation (see below)

SEARCHES FOR CONTINUOUS GRAVITATIONAL WAVES … PHYSICAL REVIEW D 95, 042005 (2017)

042005-7

Sco X-1 search: 2× 10−24 upper limit5

5Methods: GDM, Goetz, Riles, Class Quant Grav 33 (2016) 105017
Search: GDM et al, Phys Rev D 95, 042005 (2017)
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CrossCorr

CrossCorr cross-correlates two data streams, e.g., observatories

Fourier data z(fk ;k) ∝ Ft→f (x(t))
correlated in paired ‘SFTs’ k , l ∈ P,
within pair lag-time Tlag,
Tcoh = Tlong = Tshort + 2Tlag,
fk : instantaneous frequency dΦk/dt,
Resample: uniform detector t → uniform source time tB

Output: ρ statistic

ρ =
1
10
<
∑
k,l∈P

([akzfk ;k

e iΦk

]∗ alzfl ;l
e iΦl

+

[
bkzfk ;k

e iΦk

]∗ blzfl ;l
e iΦl

)
tB = interpolated

[
t − (∆t)solar − (∆t)binary

]
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CrossCorr: resampling goals – longer lag/coherence time

Illustration
Resampling speed-up:
make bars taller

FFT trick:

=⇒ can FFT f0 templates
O(T 2

lag)→ O(Tlag logTlag)

SFT trick:

=⇒ fewer pairs/bins (pad/interp)
Tlag
TSFT

→ Tlag
Tshort

IF
O

j 
S
FT

 t
im

e
IFOi SFT time
(-----) : Tshort

(-
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
) 

: 
T

lo
n
g

sensitivity ∝ (TlagTobs)
1
4 ∝ (computing)

1
16→≈

1
12
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CrossCorr: threshold of detection

11%, with minimal benefit at higher frequencies. The
sensitivity depth varies between the mid-30s and mid-
60s Hz−1=2, depending on position in orbital parameter
space. Given tenfold resources and the assumption of
Tmax limited to 10 days, the gains are respectively 2.83×
and 2.75× over O1. This sensitivity depth is approximately
100 Hz−1=2. Given O1 noise, the latter scenario would
just touch the torque-balance level at 100 Hz. Given
twofold detector improvement, the upper limits would
scale linearly, and resampling could potentially reach below

torque balance from approximately 40 to 140 Hz. Longer
observing runs should improve sensitivity with the usual
T1=4
obs scaling [18].
Future computational enhancements in the cross-

correlation method, such as GPU acceleration for the
barycentering and FFT operations, may make the tenfold
gain in cost allowance realistic, as may access to larger
computing resources. For example, one Einstein@home
Month (EM) of computing power assumes 12 thousand
cores [67], or roughly 8.64 million CPU hours. Depending

FIG. 6. Theoretically-forecast (hypothetical) upper limits extrapolated from the O1 cross-correlation method’s 95% marginalized Sco
X-1 search, without cos ι information [3] Extrapolation based on gains in Figs. 4 and 5. As in the former, actual gains may be less.
O1 limit shown in (reddots). Extrapolation based on equal cost, three-day spin-wandering limit in (blue dashedline), and based on
10× cost, 10 × fband, ten-day spin-wandering in (green solidline). Respective (blue þ) and (green ×) indicate every 1-Hz interval
(original upper limit used 50-mHz intervals). Lines trace (nonrunning) median of 10-Hz bins. Fluctuations seen in lines because some
bands limited by spin-wandering, others not. The (þ) bands are circled ð∘Þ if they are in a long Tmax part of orbital parameter space,
defined as ap ≤ 2.1663 s, 1131415225 < Tasc ≤ 1131415583 based on O1 setup [3]. Longer Tmax times benefit more from resampling,
as noted in Fig. 4. Caution: correct upper limits would require estimation of detection efficiency, not done here. Present extrapolation
suggests torque-balance might be attained in the best (green ×) case at 100 Hz, or (small cyan dashes), with a 2× improved detector
noise floor (Tobs same as O1), from 40 to 140 Hz. Compare to Fig. 7.
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Projected sensitivity: Advanced LIGO analysis6
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Unifying directions
Many approaches to efficiently approximate model:

h(t) = h0

[
F+

1 + cos2 ι

2
,F× cos ι

]
·
[

cos Φ(t)
sin Φ(t)

]
but most (beside Prix+ 2009) based on ad hoc simplifications: →
should go from the root,
data d , signal h, parameters θ, posterior p
likelihood Λ, prior π, normalization Z , & hypothesis H:

d(t|θ,H) = h(t|θ,H) + n(t),

→ p(θ|d ,H) =
Λ(θ|H)π(d |θ,H)

Z (d |H)

in practice, almost same as accelerating Λ calculations
refocus on key issue: max(p(detection)/p(nondetection))
given resources
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Unifying directions: hypothesis testing

probability(detection)

for continuous waves (CWs) is the biggest unknown.
(for binary black holes and neutron stars, very close to 1)

All the parameters – h0, f0, . . . – are great for science:
but tiny SNR makes huge nuisance dimensions

=⇒ figure out the fastest approach,
discover the first gravitational-wave star,
win the next Nobel
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Summary

LIGO, Virgo, KAGRA, LISA, & allies in the future

Gravitational-wave astronomy has made its first discoveries
New categories of sources exist in the GW sky
Combining algorithmic cleverness & statistical insight
is key to these mysteries. . .
and will open up extreme matter and gravity in neutron stars
and the early universe
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From instrumentalist to analyst

Starting as a hands-on experimenter,
drawn into several increasingly-hard analyses:

1 Squeezing
2 Feedforward
3 Continuous waves7

Keystone: (Approximate) Bayesianism

7As-yet undiscovered signals – this talk’s focus
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Continuous waves are next

Illustration
Rest-frame sine wave – amplitude = h0, phase = 2πf0[t − T0]:
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Simulated signal – data & template – time & frequency (Fourier) domains
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Continuous waves: scaling with data duration
Illustration
h0 strain of CWs � coalescences ∝ 10−26 vs 10−21

Coherent signal-to-noise-ratio (SNR) of a persistent signal

Require8 SNR ' 8: in signal processing, possible w/ enough data
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Continuous waves: how much data to integrate

Analytically, how much to see O(10−26)?

Noise power spectral density (PSD) Sn ∼ (4× 10−24Hz−1/2)2,
Observing time Tobs ∼ 1 year

SNR = h0

√
Tobs

Sn
≈ 14

[
h0

10−26

] [
Tobs

1yr

]1/2
[
4× 10−24Hz−1/2

S
1/2
n

]
,

Analogy – CWs visible in Tobs, if coalescence is in Tcoal (1 ms):

Tobs ≈
√

10−21

10−26Tcoal ≈ 107s.

=⇒ observing time Tobs possible, but. . .
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Problem 2: Amplitude (easy) & Phase (hard) Modulation
Amplitude modulation as Earth rotates (illustration)

I’ve seen this before.

Antenna patterns at f = 0 or DC:

F+(φ, θ) – response to +polarization,

F×(φ, θ) – response to ×polarization. [* Is there something like F (φ, θ, ψ) *] ?

3

AM: ‘Antenna’ response, h+ pol., 0 Hz (credit: M. Rakhmanov)

→ tractable:
can optimize for max-L (Jaranowski+ 1998)/Bayes (Prix+ 2009)
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Problem 21/2: real data has features

Science Run 6/Observing Run 1 noise floor & line artifacts (credit: LIGO)
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Problem 3: computational cost

Wait!
Coalescences have artifacts and more dimensions, O(15):
Can CWs not do same, maybe w/ Markov Chain Monte Carlo
(MCMC)?

No. Here’s why. . .
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Problem 3: A computational-cost challenge
Search metric gαβ (Brady, Creighton, Cutler, & Schutz 1998):

a (quasi-)Fisher metric calculating N(templates):

offsets ∆λ from true parameters λ,
parameter space derivatives, ∂∆λ,
of statistic mismatch, m(λ,∆λ)

gαβ =
1
2
∂∆λα∂∆λβm(λ,∆λ),

every dimension ‘sharper’ ∝ longer Tcoh

If mismatch m < µmax, then Ntemplate needed9 (Leaci+ 2015):

Ntemplate ∝ µ−N/2max

∫ √
det g(λ)dNλ,

∝ µ−N/2max TN
coh

9a.k.a. samples, parameter space points, likelihood evaluations
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Neutron stars in binary systems

Binaries: more parameters/more reasons to look

Long gravitational-wave lifetime (recycling)
Ellipticity & hot spots due to accretion
Reason for neutron star ‘speed limit’? (Chakrabarty 2003)
Torque-balance: LMXB accretion-induced continuous GW
(Papaloizou & Pringle 1978, Wagoner 1984, Bildsten 1998)
high X-ray flux Fx =⇒ GW strain h0 at unknown frequency f0

Accretion’s angular momentum =⇒ torque =⇒ GWs,
f0 ≈ constant10

10accretion fluctuation =⇒ spin-wandering of f0,
perhaps limits Sco X-1 Tcoh to 3-10 days (beyond, Viterbi tracking possible)
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Signal model
Search frequency f0, binary orbital params | Sco X-1 (α, δ):

projected semi-major axis aP = a sin i
c ,

orbital period P,

time of ascension Tasc

Observed strain h(t) depends on phase Φ(t), SSB time τ , &. . .

amplitude factors: antenna funcsa F+, F×; neutron star inclination ι

h(t) = h0

[
F+

1 + cos2 ι

2
,F× cos ι

]
·
[

cos Φ(t)
sin Φ(t)

]
,

Φ(t) = Φ0 + 2πf0
[
τ(t) + (∆t)binary

]
,

(∆t)binary = aP sin

(
2π
P

(t − Tasc)

)
.

aFor polarization ψ, F+ = a cos 2ψ + b sin 2ψ, F× = −a sin 2ψ + b cos 2ψ
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Gravitational wave searches for Sco X-1 and LMXBs

Roemer delay Period Doppler shift
(a sin i) [light-s] (P) [s] [dimensionless]

Solar system 499 315× 105 0.99× 10−4

Sco X-1 system ≈ 1.44 0.68× 105 1.33× 10−4

(Shifts cannot be ignored)

Computational limits
New algorithms needed:
even on cluster or Einstein@home,
1-year Tobs fully-coherent search needs years/decades/centuries. . .
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Mock Data Challenge (MDC): pipelines near torque-balance
(derived from Messenger+ 2015 simulation)

50 100 200 500 1000 2000
Frequency (Hz)

10−26

3 × 10−26

10−25

3 × 10−25

10−24

3 × 10−24

h 0
(s

tra
in

)
Detections in 1st Sco X-1 MDC

cc,ts,rm,sb,pn
cc,ts,rm,sb
cc,ts,rm

cc,rm
cc,ts
cc

Detections by pipeline & (torque-balance):
flat noise spectrum, S1/2

n = 4× 10−24 Hz−1/2
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TwoSpect algorithm for CW binary searches
Simulation
2nd Fourier transform: binary spectrogram (Goetz & Riles 2011)

FFT over spectrogram time [fixed f ]: (t, f ) (LEFT) → (f ′, f ) (RIGHT)

Doppler shift:

∆fobs =
2πf0aP

P
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Sco X-1 TwoSpect Statistics
Real Data

III. SCO X-1 RESULTS

Summary results for the R statistic and estimated single-
template p value of the Sco X-1 search can be found in
Figs. 3, 4, and 5. These histograms of the data show

structural features for both the entire set of templates
as well as those passing threshold and coincidence
requirements.

A. Sco X-1 outliers

Templates matching the statistical threshold in both
observatories and coincident within 1=Tcoh in both f0
and Δfobs are clustered together. Because f0 is a much
larger dimension in our search than Δfobs, only f0 is
used to define clusters: any points within twice the
maximum possible modulation depth (to allow for degen-
eracies in the parameter space: points on the same ap vs f
structure [18]) plus five SFT bins (for safety with FFT
signal leakage [16]) are considered a cluster. Of the 90
clustered outliers in Appendix C, Table VI, 86 are dis-
missed by visual inspection of the amplitude spectral
density in the band. Most show identifiable artifacts, such
as instrumental lines and power harmonics. Table III
presents four outliers, present in both interferometers
between 40 and 2040 Hz, that do not overlap identifiable
artifacts.

FIG. 3. 2D histogram with hexagonal bins of logarithmic R
statistic versus frequency f0 for the Sco X-1 S6 search.
Histogram for all templates (gray hex bins) and followed-up
coincident templates only (blue dots). Variance in R increases
with f0, because more pixels are incorporated into the statistic.
However, R remains zero mean. Line artifacts are present at many
frequencies, extending to R ≈ 5 × 1013. The four outliers from
Table III are marked (red crosshairs); they are at 656, 770, 957,
and 1312 Hz.

FIG. 4. 2D histogram with hexagonal bins of doubly logarith-
mic (single-template) p value versus frequency f0 for the Sco X-1
S6 search. Histogram for all templates (gray hex bins) and
followed-up coincident templates only (blue dots). Line artifacts
align with those in Fig. 3. The four outliers from Table III are
marked (red crosshairs); they are at 656, 770, 957, and 1312 Hz.

FIG. 5. Doubly logarithmic horizontal scale for the distribution
of − log10ðpÞ values. Histogram for all templates (gray) and
followed-up coincident templates only (blue). For high values,
− log10ðpÞ ∝ R. Note that these extreme values of R are, as
shown in Fig. 4, typically related to line artifacts in the data.
Follow-up threshold of log10 p ¼ −7.75 shown in (red): a
template in each observatory must reach this threshold and be
coincident with the other observatory to qualify for follow-up. In
comparison to theoretical expectations, templates with many
equally weighted pixels would have Gaussian-distributed R,
while templates dominated by a single pixel will have exponen-
tially distributed R. On this figure’s axes, both such distributions
would appear as concave-downward curves. The knee in the
slope and extended right tail imply that extreme− log10ðpÞ values
are part of distinct, unmodeled populations, such as the afore-
mentioned line artifacts. In the absence of artifacts or signals, the
below-threshold slope would continue.

G. D. MEADORS et al. PHYSICAL REVIEW D 95, 042005 (2017)
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review detection threshold (follow-up if seen in 2 observatories) 51 / 37



Search for a better way

TwoSpect
still far from torque-balance
+ has an intrinsic limit:
Tcoh constrained by Dopper shift

CrossCorr
is the better way
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CrossCorr: what is resampling?
A frame shift (illustration). . .

ASDs: source frame (left), binary modulation (right), resampled (bottom)
uniform detector time t → uniform source time tB

tB = interpolated
[
t − (∆t)solar − (∆t)binary

]
.
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Resampling injections: parameter space ρ heatmaps
h0 = 10−23,

√
Sh = 4× 10−24 Hz−1/2, Tobs = 3× 105 s,

Tlag = 90000 s, TSFT = 1800 s (simulation)
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Future idea
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with Jacobi-Anger identity
(Bessel filter convolution)
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CrossCorr
CrossCorr existed – it needed speedup: Resampling

Intel Xeon E3-1220v3 at 3.1 GHz; a smaller set of
E3-1231v3 (3.4 GHz) and E5-1650v2 (3.5 GHz) CPUs
are also in use. Approximately 120 configurations, varying
frequency band (fband), observing time (Tobs), lag time
(Tmax), number of observatories (Ndet), starting frequency
(fh − fband=2), projected semi-major axis (ap), allowed
frequency mismatch (μf) in the statistic, and number of
Dirichlet kernel terms (D), are tested and fit to the three
search parameters. This fit minimizes the discrepancy
between predicted and measured time, as shown in Fig. 3.
Time Tresamp is predicted as follows. It is most efficient to

take Tmax ¼ Tshort. We divide the analysis into bands of
Δfload [Eq. (B5)]. We next separate Ntemplate ¼ NorbNf,
into orbital Norb and frequency Nf template counts. The
FFT size is NFFT [by Eq. (44)]. A ‘triangular’ function
accounts for detector pairings,

triangðNÞ ¼ 1þ N þ 1

2
: ð74Þ

Taking a prefactor of 5 for the FFT logarithmic term is
based on [65], from which the basic scheme of our model is
motivated. Absorbing a typical number, D ¼ 8, into τ0;bary,
is efficient. The total time is then Tresamp:

Tresamp ¼ NorbNdetðTobs=TmaxÞ½τ0;CCbinNftriangðNdetÞ
þ τ0;baryð2Δfload × Tmax × ðD=8ÞÞ
þ τ0;FFTNFFT × 5log2ðNFFTÞ × triangðNdetÞ&

ð75Þ

Observe that NFFT is proportional, albeit through power-
of-two steps, to Nf, and Nf is proportional to Tmax as
before. At low lag time, Norb ¼ 2, so the resampling time
scales Tresamp ∝ T2

max logTmax. At high lag time, after the
number of orbital templates has asymptoted and period
dimension resolved, it is, with a larger coefficient,
Tresamp ∝ logTmax. The improvement stems from two parts
of the new code: the ‘SFT gain’ by reducing the number of
pairs saves a factor of Tmax, and the ‘FFT gain’ by
converting the W weights matrix into an FFT operator
effects T2

max → Tmax logTmax.

Caveats: the FFTW functions for FFTs alert us to a
3× increase in τ0;FFT for NFFT above about 218. This
behavior is observed and is why Table II is divided into
low and high NFFT sections. Our prediction for Tresamp

applies a factor of 3 multiplier when NFFT is predicted to be
in this slow regime. A key caveat is that the precise NFFT
is difficult to calculate a priori. (The post hoc NFFT is used

TABLE II. Table of timing coefficients. Higher values indicate greater computational cost. Values obtained from fit to overall external
total run time (see Fig. 3). Timing coefficients are divided into low and high NFFT values, with the threshold being NFFT ¼ 218, above
which τ0;FFT is about 3× higher. This difference is expected from the FFTW library performance profile and may arise from cache sizes.
Uncertainty reported is '1σ to the fit. About 120 measurements each done for low and high NFFT on the Atlas cluster, using a mix of
Intel Xeon E3-1220v3 and E3-1231v3 processors. Results accord with single-processor Callgrindperformance profiling, but future
precise internal per-function measurements may be valuable.

Coefficient Low NFFT value [s] Low NFFT uncertainty [s] High NFFT value [s] High NFFT uncertainty [s]

τ0;CCbin 1.01 × 10−7 '1.10 × 10−8 1.34 × 10−7 '2.25 × 10−8

τ0;bary 1.62 × 10−7 '7.48 × 10−10 1.62 × 10−7 '3.20 × 10−9

τ0;FFT 5.27 × 10−10 '5.19 × 10−11 1.40 × 10−9 '6.00 × 10−11

FIG. 3. Resampling timing model. Measured vs predicted run
time for (about 120) use cases, varying frequency band fband,
observing time Tobs, lag-time Tmax, number of observatories Ndet,
starting frequency fmin, projected semi-major axis ap, allowed
frequency mismatch μf in the statistic, and number of Dirichlet
kernel terms D for resampling. This set captures the low NFFT
case, where the threshold for high NFFT is 218 bins: for more bins,
the cost per FFT bin ðτð0;FFTÞÞ is approximately 3 times greater
(see Table II). The diagonal line marks an exact prediction of
run time of the resampling code. A fit is made using the three
resampling timing constants, τð0;CCbinÞ, τð0;baryÞ, and τð0;FFTÞ, of
the timing model in Eq. (75). Measurement done on Atlas cluster
and may vary due to machines under realistic use conditions.
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CrossCorr resampling timing model
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CrossCorr

increases with T2
max, while the orbital parameter elements

also increase as T2
max for Tmax ≪ Porb before asymptoting

as Tmax approaches the Porb. Uncertainty in Porb is low
enough that a single template is enough to cover it for short
Tmax, but not generally at high Tmax. So the computational
cost scaling for demodulation has 1þ 2þ 1 ¼ 4 powers of
Tmax: it is Tdemod ∝ T4

max for short lag time. After the orbital
period resolves and also asymptotes for long lag time, the
scaling is ∝ T2

max, with a larger coefficient. Contrast this
case with resampling.

B. Resampling timing model

Better scaling is sought from the resampling timing
function. Longer lag times are theoretically easier to

achieve with resampling. It is the measurements of the
coefficients that determine whether the overall computa-
tional cost is affordable.
The resampling timing function is complicated: it involves

three timing constants. Table II lists these constants. First is
the timing constant τ0;CCbin for per-template (per-bin) oper-
ations, such as multiplying, adding, copying, and phase-
shifting results to and from the FFT. Second is the timing
constant τ0;bary: the cost for barycentering for each point in
orbital parameter space. Third and last is the timing τ0;FFT:
the cost of the FFT operation (using the FFTW library) for
each template. This division into three parts is motivated by a
pre-existing timing model for the F statistic [65].
The τ constants are measured using Atlas, the cluster at

AEI Hannover, Germany. A typical cluster node uses an

FIG. 2. Ratio of demodulation run time to resampling run time vs maximum lag-time Tmax for representative Tsft. At longer Tmax, the
relative advantage of resampling grows. It is roughly 20 for the longest typical O1 setups, resulting from both the ability to pair
independently of Tsft (using Tshort) and from the FFT yielding ρ as a function of f0 for a given set of binary orbital parameters. Even
longer Tmax are attainable because of the asymptotic metric of orbital parameter space. As in Fig. 1, Doppler wings large in proportion to
fband reduce resampling efficiency; these tests use 0.050-Hz fband.
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to make τ estimates more accurate). This difficulty comes
from the metric calculation depending on the true phase
derivatives instead of a simpler diagonal approximation (as
explained in [18]). Slight misprediction in metric-derived
spacing can be amplified by power-of-2 rounding in NFFT.
Future improvement in Tresamp estimation can be expected
from reusing the exact code used for metric calculation in
the timing predictor.

C. Sensitivity of optimized setup

Sensitivity depth DC for the semi-coherent cross-corre-
lation method search scales T1=4

max [18], up to an uncertain
time where spin-wandering makes longer integration
incoherent. The demodulation technique gives an effective
scaling of DC ∝ ðTdemodÞ1=16 for low lag-time Tmax,
compared to Porb, or ∝ ðTdemodÞ1=8 for high lag time.
Resampling, dropping the logarithmic term, offers DC ∝
T1=8
resamp for low lag time or DC ≈ ðconstantÞ for high.
Once the computational cost reaches the orbital param-

eter metric plateau and asymptotes, additional sensitivity is

nearly cost-free with resampling. Surprisingly, in the
frequency dimension, the number of templates continues
to increase ∝ Tmax, but because Tshort ¼ Tmax, the number
of semicoherent segments decreases linearly as Tmax
increases, so there are longer but fewer FFTs to do.
Small cost increases do continue, in the logarithmic FFT
term. Two caveats: the number of period templates still
depends on Tobs, and power-law scalings assume a large
number of semicoherent segments. The conceivable case of
Tmax ¼ 10 days, Tobs ¼ 3 months may be close to the limit
where this approximation holds, and excluding the auto-
correlation means that the ratios of Tobs=Tmax < 5 (approx-
imately) may exclude some data. (The latter is partly
solvable by decoupling Tshort from Tmax). Nevertheless,
the ease of high Tmax with resampling helps both future
searches and follow-ups.
Gains in search sensitivity depend on the measured

timing constants. We iteratively estimate the maximum
Tmax possible with the resampling code for the same
computing resources made available, in a given band, as
to the demodulation O1 search [3]. For future searches, the

FIG. 4. (Left) Predicted gain in sensitivity for resampling over demodulation, vs frequency, based on h0 upper limits being proportional
to T−1=4

max . Tmax is capped at three days in this figure; compare Fig. 5. An observation time of Tobs ¼ 1.5 × 107 s is assumed. The timing
model [Eq. (75)] estimates cost for incrementally-longer Tmax until constraints reached. Our cost allowance is predicated on the
measured ratio of resampling to demodulation times on the Atlas cluster. Whenever resampling is slower, the result defaults to 1.
Symbols on the figure indicate the following constraints: ð∘Þ equal computational cost, (þ) fband 10× wider, (×) fband 10× wider and
given 10× computing time. No other re-optimization of setup is done. Fluctation in the results occurs, because benefit scales nonlinearly
with increased Tmax; less-probable regions of orbital parameter space are allocated lower Tmax and see less benefit at fixed cost. A
distinct high-gain population is seen where benefits are limited by spin wandering, computing cost having asymptoted in the binary
metric. The (þ) set is worse for lower frequencies because some bands move into high Nfft, but medium frequencies benefit from
reduced Doppler wings. The (×) set shows improvement up to about 500 Hz, with more relative gain because Table III setups allocate
shorter lag time to those frequencies, so affording greater room for improvement. For equal cost ð∘Þ, median gain from 20 Hz to 125 Hz
is 51% and from 20 Hz to 250 Hz is 11%. (Right) Empirical results of simulation for 3-day limit, equal-cost, equal-band. (Redhexagons)
show the square-root of the ratio of ρ (resampling) divided by ρ (demodulation). Improvement exists but is less than predicted, possibly
because ðh0Þ4 ∝ ρ2 ∝ Tmax scaling laws are imprecise.
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(LEFT): runtime speedup (RIGHT): sensitivity gain
(with respect to non-resampled CrossCorr)
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Unifying directions: inspiration from precession
beyond marginalization/smooth Λ manifold (Dergachev 2013)
100 milion pulsars in Milky Way: detectable as population?
∼ black hole background (Smith & Thrane 2018)

Comparison to selection effects with black-hole precession (in prep)
population hyper-parameters differ for detected (blue) & (orange)
Detected CWs may have θ different from background population
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